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Attractive Ellipsoid Sliding Mode Observer Design
for State of Charge Estimation of Lithium-Ion Cells

Anirudh Nath, Member, IEEE, Raghvendra Gupta

Abstract—This work investigates the real-time estimation of the
state-of-charge (SoC) of Lithium-ion (Li-ion) cells for reliable,
safe and efficient utilization. A novel attractive ellipsoid based
sliding-mode observer (AESMO) algorithm is designed to estimate
the SoC in real-time. The algorithm utilizes standard equivalent
circuit model (ECM) of a Li-ion cell and provides reliable and
efficient SoC estimate in the presence of bounded uncertainties
in the battery parameters as well as exogenous disturbances. The
theoretical framework of the observer design is not limited to the
SoC estimation problem of Li-ion cell but applicable to a wider
class of nonlinear systems with both matched and mismatched
uncertainties. The main advantage of the proposed observer is to
provide a fast and optimal SoC estimate based on minimization
over the uncertainty bound. The proposed method is experimen-
tally tested and evaluated for a range of temperatures using the
hybrid pulse power characterization test (HPPC), EPA’s Federal
Test Procedure (FTP75) and Supplemental Test Procedure (US06)
data, which demonstrate its effectiveness and feasibility.

Index Terms—State-of-Charge (SoC), lithium-ion (Li-ion) cell,
equivalent circuit model (ECM), sliding mode observers (SMO),
attractive ellipsoid method AEM), linear matrix inequality (LMI).

1. INTRODUCTION

ITHIUM-ION (Li-ion) cells are ubiquitous energy stor-
L age sources which provide a promising solution to the
global future energy needs. In comparison to other battery
technologies [1], [2], Li-ion cells offer several advantages such
as excellent energy-to-weight ratio, no memory effect, and low
self-discharge rate. All these favourable characteristics in con-
junction with rapidly reducing costs have established Li-ion cells
as the indispensable component for a wide variety of applications
in the energy sector, especially in automotive, smart-grid and
aerospace industries [3], [4].

Important issues associated with the use of Li-ion cells, in-
cluding reliability, efficiency, and longevity, demand an efficient
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battery management system (BMS) capable of monitoring crit-
ical internal states of Li-ion cells such as the state of charge
(SoC), state of health, energy density, etc. [3], [5], [6]. The
SoC is a vital indicator of the actual amount of usable charge
and energy content of the cell under operation, and requires
monitoring to control the extent of charging and discharging to
avoid overcharge or over-discharge. Due to nonlinear physics, it
is not possible to directly measure SoC using external electrical
signals and thus needs to be estimated. The simplest method
for estimating the SoC is ampere-hour counting, an open-loop
technique that requires precise knowledge of the initial SoC,
which is typically not available and a poor initial guess often
leads to accumulation of errors [7]. The open-circuit voltage
(OCV) method is a simple procedure but not useful for online
computation since it requires a long relaxation time for accurate
and precise measurement of the OCV. Learning-based estima-
tion methods, such as neural network and fuzzy logic [8]-[10],
require extensive offline data for training and do not incorpo-
rate any information of the internal states of the cell. These
techniques have drawbacks like overfitting, extensive training,
difficult online adaptation, and high computational cost [7].

Model-based SoC estimation can be broadly classified into
two main classes, namely, the filter-based estimation and the
observer-based estimation techniques [11]. A summary of the
various model-based SoC estimation algorithms, along with
their limitations, is pictorially depicted in Fig. 1. KF based
approaches have been extensively applied for SoC estimation
[12]. The requirement of linear input-output relation leads to the
nonlinear characteristic of the SoC-voltage relationship being
lost, thereby limiting the effectiveness of this algorithm [13],
[14]. The use of Taylor series in the extended Kalman filter
(EKF) based approaches for linearization may often result in
erroneous SoC estimation [14]-[16]. Linearization is avoided
in unscented Kalman filter (UKF) based approaches [11], [17].
However, UKF based methods are sensitive to inaccuracies in the
initial conditions and unknown disturbances [17]. The particle
filtering methods can more effectively deal with the character-
istics of the Li-ion cell but have its limitations as provided in
Fig. 1 [12], [17]-[19].

Observer-based techniques can address limitations associated
with the aforementioned filter-based SoC algorithms. Some of
the most important works involve SoC estimation based on
reduced-order observer technique [20], model reference adap-
tive observer [21], proportional-integral observer [22], unknown
input observer [23] and nonlinear observers [24], [25]. Several
observer-based algorithms are complicated due to the augmenta-
tion of online parameter identification based on SoC [20] that can
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Fig. 1. Various filter-based and observer-based SoC estimation approaches.

be affected by external factors such as temperature and ageing
effects [12]. Robust observer-based SoC algorithms, such as H
filtering technique [26], [27] and sliding mode observer (SMO)
methods [28], that utilize simplistic mathematical models of
the Li-ion cell and information about the uncertainty bounds
are designed to address these issues. As shown in Fig. 1, H
filter-based SoC estimation algorithms are robust to modelling
inaccuracies and bounded disturbances, but demand high com-
putational power and implementation cost [12].

The SMO-based algorithms can be classified as (i) constant
[29]-[32] and adaptive (time-varying) switching gain [29], [33]
and (ii) first-order [30], [31], [33], [34] or second-order (based
on the order of state equations) [35], [36], as discussed in
[29]. While first-order SMOs are simple in their design and
implementation [30], [33], [34] the second-order SMOs, have
been shown to have higher accuracy in SoC estimation [35], [36].
Similarly, an adaptive SMO with time-varying switching gain
provides superior performance as compared to their constant
gain counterpart. However, in addition to the implementation
of this algorithm being difficult, the use of low-pass filters
further adds to the complexity, and the implementation cost [29].
Furthermore, the adaptive SMO based SoC estimation can be
poor due to the phase lag introduced by the use of filters.

The attractive ellipsoid method presents an efficient, robust
control strategy based on the invariant ellipsoid method in the
numerically efficient linear matrix inequality (LMI) framework
[37]. This technique has been applied in a wide range of applica-
tions ranging from robotics [38] to biomedical engineering [39]-
[41]. The main motivation behind the current work is to propose a
robust observer-based SoC estimation algorithm that can address
the problems of the existing filter-based and observer-based

stability for estimation due to use
prescribed of filters in adaptive
uncertainty bound. ~ SMO.
Disadvantages ® Cannot compensate
©® Computationally for mismatched
expensive. uncertainty.
® Prone to ® Difficult
numerical implementation
instability. for higher order
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approaches. Here a novel first-order SMO is proposed which
utilizes a simple equivalent circuit model (ECM) of the Li-ion
cells with fast convergence and avoids the limitations of existing
adaptive SMOs. In general, the SMO [42] applied to a system
with uncertainties should satisfy the matching condition, which
ensures that the sliding motion is independent of the exogenous
perturbations. In [43], the SMO design mainly concentrates on
the robustness issues due to varying parameters, linearization,
and the measurement noise. In the proposed method, we have
incorporated the notion of robustness and optimality in the
design. Further, unlike [43], prior information of the bound of
the state estimation errors is not required. The SMO in [43]
does not address the mismatched uncertainty present in the
system, whereas the proposed attractive ellipsoid sliding mode
observer (AESMO) addresses both matched and mismatched
uncertainties in its formulation.

The main theoretical contribution of the proposed AESMO is
that this design applies to a broad class of uncertain nonlinear
affine systems with uncertainties that do not require the match-
ing condition. Unlike conventional SMO, the current observer
design does not require the matching condition. This method
ensures a guaranteed convergence of SoC estimation error tra-
jectories to a bounded ellipsoid of a minimal size where the ob-
server gain matrix is obtained by solving a convex optimization
problem with LMI constraints. It also avoids the requirement of
high-end computational resources for its implementation, unlike
the H., and Kalman filter-based algorithms. Another essential
feature of this design is that the rate of convergence of the
estimated trajectories can be altered by adjusting the value of a
design parameter. Thus the issue of slow convergence of existing
first-order SMOs can be improved.
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Fig. 2.
cell.

Block diagram representation of the equivalent circuit model of Li-ion

II. MATHEMATICAL MODELLING OF Li-IoN CELL

A. Equivalent Circuit Model of Li-ion Cell

Here, an ECM with dual-polarization RC circuit is considered
for the purpose of SOC estimation. The ECM provides a good
trade-off between complexities and precision of the electrical
behaviour of the Li-ion cell [3]. Various versions of ECM
models exist in the literature as mentioned in [4], [16], [26],
[28], [44]. The presented observer design can accommodate
modelling errors and parametric uncertainties. A schematic of
the Li-ion ECM is shown in Fig. 2, where R;,; is the internal
ohmic resistance of the Li-ion cell. The RC networks (R, C)
and (Ry, Cy) are, respectively, used to describe the short-term
as well as long-term transient behaviour of the Li-ion cell.
The mathematical relationship of the terminal voltage of the
Li-ion cell which is expressed as linear sum of the OCV (Vj),
the voltage drops across the internal resistance as well as the
RC-modules (i.e., RintI(t), Vre, (t) and Vre, (t), respectively)
are given as

V(1) = Voc((t)) = Vre, (8) = Vrey () = Rined(8) (1)

The voltage drops across the RC modules representing the slow
and fast polarization characteristics of the Li-ion cell, respec-
tively, are given by

. 1 1

Vre,(t) = *WVROI (t) + Ef(t) 2
. 1 1
Vre,(t) = _Rfo Vro, (t) + @I(t) 3)

The SoC of Li-ion cell, z(t) is related to the current and the
nominal capacity of the Li-ion cell as follows:

1
(t) =——=1 4
2(t) 0 (t) “)
where () denotes the total capacity of the cell. The SoC can be
expressed in terms of the terminal voltages and other voltage
drops by substituting the expression for the current, I(t) from
(1) in (4) as

Z(t) = ! (Voc(2(t)) = Vre, (t) — Vre, (t) — V(1))

a R’L’I’LtQ
®)

Differentiating the terminal voltage, V () with respect to time
and assuming negligible change in current in between the sam-
pling instants (i.e. %(tt) ~ 0) as in [12] and further utilizing (2)
and (3), one can obtain

v(p) = :2oc?)

dl

- VRCZ - VRC] - Rlnta
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(6)

Now all the dynamical equations described above can be sum-
marised as follows

V= a Voo (z) — aV + (a3 — a2)Vre,

dVoc(z)
dz

i= —bR(Voc(z) =V — Ve, — Vre,)

— b x +by+ b3 —axRine | 1

VRCI = — CLQVRCl + b1

Vre, = — a3Vre, + b1 @)

A 1 A
where a, = o3 =
S s

p A _1
R= Rint*

1 N R R N S-S
Rfo’bl_ Q,bz— Cs’bS_ oF and

The dynamical equations in (7) can be expressed as

(t) = (A+ AA(t))x(t) + Bu(t) + o(x(t), u(t)) + Dd(?g)

and the output equation as
y(t) = Cx(t), yeR ©)

where the state 2.(t) = [V (£)2(t)Vre, (1) Vre, (1)]T € R, input
u(t) = I(t) € R, exogenous disturbance d(t) € R,

[ —az apr 0 a3—a
A é 7b1R 7p1b]R *b]R *b]R
0 0 —an 0 ’
L 0 0 0 —as
[—by — b3 + a2 Riny
0
2 _
B4 b, ,C =1[1000],
bs
_azvoc(zl — wmp1z — b1wf97i(z)f
b A —b1RVOc(Z) + p1bi Rz and
0
i 0
DA1111)".

The system matrix in (8) is partitioned into a nominal matrix, A
and an uncertain matrix,

—Aay Aap 0  Aaz—Aa
o —blAR —p]blAR —b]AR —b1AR
Adl) =1 7 0 —Aaw 0
0 0 0 —Aaz

The elements of AA(t) vary within a specified interval a; €
[azmin, agmx], az € [a3wm s a3m_dx] and AR € [ARLnina ARmax],
where ay, ., a3, ARmin and ay,__, a3, ., ARmax, respec-
tively, are the known minimum and maximum values of the
uncertain parameters.
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Fig. 3. Current profile for pulse discharge test utilized for parameter identifi- SoC
cation.

TABLE I = T T T T
IMPORTANT VARIABLES AND ABBREVIATIONS g
“:
Symbol Description 'g I}
Rin Internal resistance of the cell ERs : . i
Rs Resistance (slow electrode dynamics) 5 & 0.1 *Gutfordcr polynom}al
(e Capacitance (slow electrode dynamics) = 0 7?2‘#“1(8; _I’Olylﬂomléll
R Resistance (fast electrode dynamics) M 04 042 2, Sraer boynomia
f ° —15!"-order polynomial
Cy Capacitance (fast electrode dynamics) EN 1 1 1
z State of charge(SoC) of the cell 0.2 0.4 0.6 0.8 1
Voe(2) Open circuit voltage of the cell SoC
Q Discharge capacity of the cell (b)
Pi i™ coefficient of polynomial fit
. Eucledi . .
li‘rln sﬂp LiLr‘rfif ;;;:rg;r; Fig. 4.  Plots of (a) measured SoC-OCV curve at 15 °C, 25 °C and 35 °C; and
() Trace operator (b) percentage error in fitting of the experimental SoC-OCV data using 6th, 9th,
T Transpose operator 12th and 15th degree polynomial functions.
e Exponential function
()t Inverse operator . .
LMI Linear matrix inequality discharging the cell from an SoC of 1 to an SoC of 0 at C/30
i S(pr | i 1Semi-_deﬁ‘_’i;edl?“’gmfrmi“g_ . rate. The SoC values at the temperature of 25 °C were taken
iag(a,b,... iagonal matrix with diagonal enteries ab,... .
An ¢ IR to be 100% at 4.2 V and 0% at 3 V, and coulomb counting
IAE Integral absolute error method (CCM) determined the intermediate SoC values. The
ISE Integral square error o e o . .
ccMm Coulomb counting method initial SOC=1 was achieved by charging the cell to 4.’2 V at a
UKF Unscented Kalman filter current of C/30 followed by a constant voltage charging until
AESMO Autractive ellipsoid sliding mode observer the current dropped to C/100. The temperature dependence of

B. Parameter Estimation

In the present work, the influence of ambient temperature
has been taken into account. Hence, it is assumed that the
values of Ry, Rs, Cs, Ry and C are dependent on SoC and
temperature. For simplicity, the ECM parameters are assumed
to be independent of the current direction (i.e. any hysteresis
during charging and discharging is ignored).

The determination of the parameters has been carried out
at 15 °C, 25 °C and 35 °C and the discharging current pro-
file employed is shown in Fig. 3. For this purpose, Samsung
INR18650-29E Li-ion cells with a nominal capacity of 2.85 Ah
and Arbin LBT21084 Battery Cycler are used. The experimental
profile of the input current consists of a 100 mA discharge current
from 100% SoC (fully charged) till the time the SoC is 90%.
After this, a pulse of 2.85 A current is applied for 10s followed
by the rest of 4410s. This cycle is repeated for each step until the
SoC drops to 10% as depicted in Fig. 3. The parameter identifi-
cation procedure [45] utilizes nonlinear least-squares algorithm
to determine the ECM parameters by using the experimental
data of the applied current and corresponding terminal voltage
of the Li-ion cell. The results of the estimated ECM parameters
are provided in Table II.

An accurate mathematical relationship between the OCV and
SoC is vital for the estimation accuracy since it captures the
nonlinear dynamics of the Li-ion cell. The SoC versus OCV
relationship was determined at temperatures of 15 °C, 25 °C
and 35 °C using the voltage versus time data obtained by

the SoC-OCV relationship, as evident from the experimental
result in Fig. 4(a), was not significant. In the current study,
the SoC-OCV relationship at 25 °C is considered for further
analysis. A 12th-order polynomial function is considered for
representing the nonlinear relationship between the OCV and
SoC using the least-squares technique [16] as

12
Voe(2) = Y _pi2' (10)
i=0

where the coefficients of the function are identified as provided
in Table III. The result of the polynomial function identification
carried out at 25 °C is illustrated in Fig. 4(b) which shows the
maximum absolute percentage error was observed to be 1.08%
for a 9th-order fit and 0.22% for a 12th-order fit around the SoC
value of 0. In addition, increasing the order of the polynomial
fit any further does not result in any significant reduction in the
error. The mean absolute error (MAE) and the root mean square
error (RMSE) for the OCV-SoC fit for the 12th-order polynomial
approximation are 0.0013 and 0.0017, respectively, which is
comparable to recent literature, e.g., the MAE and RMSE of
the OCV-SoC polynomial fitting in [46] are 0.0169 and 0.019,
respectively.

III. DESIGN OF THE ATTRACTIVE ELLIPSOID BASED
SMO OBSERVER

In this section, a novel SMO design algorithm for a class
of uncertain nonlinear Lipschitz systems as provided in (8)
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TABLE II
PARAMETER IDENTIFICATION

SoC 01 [ 02 [ 05 [ 04 [ 05 [ 06 [ 07 [ 08 [ 09
T5°C | 0.0518 | 0.0501 | 0.0495 | 0.0471 | 0.0469 | 0.0483 | 0.0387 | 0.0486 | 0.0481
Ri () [25°C [ 0.0401 | 0.0398 | 0.0395 | 0.039T | 0.0387 | 0.0399 | 0.0402 | 0.0405 | 0.0400
35°C | 0.0330 | 0.0317 | 0.0314 | 0.0308 | 0.0307 | 0.0320 | 0.032 | 0.0326 | 0.0319
15°C | 0.0265 | 0.0263 | 0.0285 | 0.026] | 0.0268 | 0.0476 | 0.0287 | 0.0371 | 0.0252
R, (@) [ 25°C | 0.0186 | 0.0201 | 0.0226 | 0.0210 | 0.0202 | 0.0391 | 0.037T | 0.0286 | 0.0207
35°C | 0.0148 | 00150 | 0.0179 | 0.0152 | 0.0129 | 0.0280 | 0.0241 | 0.0187 | 0.0135
15°C | 0.0253 | 0.0238 | 0.0210 | 0.0210 | 0.0201 | 0007 | 0.0100 | 0.0115 | 0.0229
Ry (@ [ 25°C [ 00215 [ 00197 | 0.0169 | 0.018T | 0.0185 | 0.0008 | 0.0031 | 0.0119 | 0.0193
35°C [ 0.0182 [ 0.0167 [ 0.0135 [ 0.0156 | 0.0178 | 0.0040 | 0.0080 | 0.0139 | 0.0184
T5°C | 13099 | 14717 | 14262 | 1.4643 | 1.4424 | 0.9778 | 1.0914 | 0.9414 | 1.3019
4 (x10°F) [25°C [ 16125 | 16529 | 16060 | 16363 | 16729 | 10902 | 0.9949 | T.0949 | 1.5045
35°C | 1.8649 | 19431 | 19103 | 19614 | 2.1177 | 12512 | 1.2945 | 14097 | 1.8694
15°C | 24680 | 2.3514 | 2.4054 | 3.6231 | 4.0866 | 1.0785 | 33626 | 44072 | 55315
Cy (x10%F) [25°C [ 33995 | 45100 | 24888 | 45317 | 49167 | 13658 | 3.6257 | 5.7750 | 7.1580
35°C | 3.4486 | 66375 | 27568 | 55145 | 7.1907 | 24570 | 5.6509 | 75140 | 7.961

TABLE III and SIGN(o) = [sign(oy),sign(02), ..., sign(oy,)]T € R™

COEFFICIENTS AND RMSE FOR 12TH DEGREE POLYNOMIAL FIT FOR 15 °C,
25 °C AND 35 °C SOC-OCV DATA

Coefficients 15°C 25°C 35°C
Po 3.035 2.950 2.955
p1 1.479 x 10! 1.861 x 10! 1.872 x 10!
P2 —3.187 x 102 —3.857 x 10°  —3.882 x 10?
D3 4.011 x 103 4.600 x 102 4.629 x 103
P4 —3.015 x 104  —3.307 x 104  —3.344 x 104
D5 1.447 x 10° 1.531 x 10° 1.562 x 10°
D6 —4.626 x 10°  —4.754 x 10°  —4.907 x 10°
p7 1.005 x 109 1.007 x 106 1.054 x 106
Ps —1.488 x 106 —1.460 x 106  —1.549 x 106
P9 1.477 x 106 1.420 x 10° 1.530 x 106
P10 —9.384 x 10° —8.861 x 10° —9.685 x 10°
P11 3.446 x 10° 3.198 x 10° 3.547 x 10°
P12 —5.563 x 104 —5.076 x 10*  —5.713 x 10*

RMSE 1.7 x 1072 1.6 x 1073 1.8 x 1073

is presented. The design procedure involves an appropriate
selection of a sliding surface in the framework of the invari-
ant ellipsoid method [41]. The proposed AESMO ensures that
the state estimation error trajectories are ultimately confined
within an attractive ellipsoidal set around the sliding manifold
[38]. Based on the solutions to a convex optimization prob-
lem, appropriate observer gains are chosen to minimize the
size of the attractive ellipsoid for a certain upper bound on
the uncertainty while satisfying the stability conditions. The
process of numerical computation of the observer gain is cast
into an LMI framework, which provides a numerically tractable
solution [38], [42]. Furthermore, the observer design involves an
additional tunable design variable y to improve the convergence
time of the estimated SoC to the true SoC. Thus, the proposed
algorithm ensures a robust estimate of the SoC with ahigh degree
of accuracy in the presence of bounded uncertainties, such as
modelling inaccuracies, the variability of system parameters
with temperature and SoC, etc. Let us consider an observer
with Luenberger’s sliding mode structure (with the additional
signum-term) as

&(t) = Az (t) + Bu(t) + ¢(2(t)) + Lo(t) + LySIGN (o (t))
(11)

where the output error is defined as

o(t) = y(t) — C2(t) = C%(t) € R™, (12)

the observer gain matrices, L, Ly € R™*™, the state estimate
Z(t) € R™ and the state estimation error defined as

T(t) 2 x(t) — 2(t) € R™, (13)
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and the signum function sign(o;) is defined as,

1 ifo; >0
-1 ifo; <0i=1,2,...,m
€[-1.1] ifo; =0

sign(o;)

and 0 € R defines the sliding surface. Using (8) and (11), the
closed-loop error dynamics can be written as

E(t) = AZ(t) + AA)z(t) + Ag
— Lo(t) — L,SIGN (o (t)) + Dd(t)

where Ag 2 ¢(x(t)) — @(i(1)).

The following definition and lemma facilitate the subsequent
design of a robust observer for the system in (7) in an LMI
framework.

Definition: An ellipsoidal set E(P,y,.) 2 {#|37 Pyyrd < 1}
where the ellipsoidal matrix P, is a symmetric positive defi-
nite matrix. E(P,4,) is called as an attractive ellipsoid for the
system (14) if it is a globally asymptotic attractive invariant set
[37].

Lemmalll.1: Anonlinear mapping ¢(x, u) is called Lipschitz
function, if the following mathematical condition is satisfied,

1p(2,u) — &(Z,u)|| < Lylz — 2]

for any (x,%) € R™ and L4 > 0 in (15) denotes a Lipschitz
constant [39].

The following assumptions are considered for the observer
design procedure.

Assumption 1: The states of (8) satisfy the mathematical in-
equality, ||z(t)|] < Xt where X is a known positive constant.

Assumption 2:The uncertain matrix is bounded, ||[AA(¢)|| <
v. Assumption 3: The exogenous disturbance is also bounded as
|l[d(t)|| < D4 where D is a known positive constant.

Assumption 4: ¢(x,u) in (8) satisfies the Lipschitz condition
in Lemma 1.

Assumption 5: The pair (A,C) in (8) and (9) is observable [37].

Assumption 1 is a bounded input bounded output (BIBO)
stability condition which is a practical consideration because the
output, V' (¢) of Li-ion cell can never be unbounded for a bounded
input current, I(¢). The knowledge about various uncertainties
can be determined based on experiments and domain knowl-
edge. Thus Assumption 2 allows us to consider the effect of

(14)

15)
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measurement noise in the state and modelling inaccuracies sep-
arately in the observer design. Since the nonlinear map between
Voc(2(t)) and z(t) is continuous and monotonic, Assumption
4 is also valid for the current problem and can be verified. The
nonlinearity ¢(x, u) in the system dynamics in (8) is composed
of polynomial functions. It can be theoretically shown that the
polynomial function satisfies the Lipshitz condition [47], where
the Lipshitz constant depends on its coefficients.

Theorem I11.2: For the system (8) satisfying the uncertainty
bounds in Assumptions (1)—(4), if the observer (11) with gain
Ly = %P’IC’T and observer gain matrix L fullfills the follow-
ing matrix inequality,

(1]

P

W(P,L|Oz,6)= [P—&Inx”

] <0 (l6)

=L PA-LO+ %Jm) +(A-LC+ %JW)TP

+ ELéInxrw

for some positive definite symmetric matrix P = P > 0 and
positive constants « > 0, > 0 and p > 0, then the state esti-
mation error Z(t) converges to a bounded region

50 < 55 (S + 0 ().

where ¢ = ey’X2 +4D% and O(e ') £ 3l Pige ' —
ie“”‘, where I is the initial estimation error.

Proof: Let us consider a Lyapunov candidate function
V(z) = #' Pz (17)

where V is continuously differentiable, positive definite and
radially unbounded and P is a symmetric positive definite matrix
[37]. Taking the time derivative of (17) and using (14) yeilds

V(i) =2iTP(A - LC)E +2iTP | AAz + A¢ + Dd(t)
3

—2i"PL,SIGN (o) (18)

Choosing Ly = 4 P~'C" and using the relation " | || >
lloll2, one can write

23T PL,SIGN (o) > o] (19)
Upper bounding (18) using (19)
V <2iTP(A - LO)E + 257 P¢ — pl|o|| (20)

where ¢ £ AAx + A¢ + Dd(t). Now, expressing (20) into
symmetric form and adding and subtracting £1,,,, and oV (Z)
with scalars €, &« > 0 on the left side of (18)

~ T ~
v = (1)) w (&) +<1eR - av @ - ulo)
@
s [PA-LC)+(A-LC)"P+aP P
where W:[ ( ) (P ) _5In><n:|.

Now expanding [|£]|> = [[AAz + A¢ + Dd(t)||* in (21) and

IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 69, NO. 12, DECEMBER 2020

using the bounds in Assumptions (1)—(4)
I€]* = |1AAz + A + Dd(t)|?
< | AAz|® + [ Ag| + | Dd(t) 2
< X3 + L3||3[? + 4D} (22)
Substituting (22) in (21), we get

Vo= () [Foh] (5) v

W(P,L|a,e)

+ey? X5 + 4D —pllo| 23)
—_———

c

Now, if I/T/'(P7 L | aye) < 0, then from (23),

V() < —aV(Z) + ¢ — pllo]| (24)

where ¢ > 0 is a positive scalar constant that depends on the
bounds on uncertainty. Equation (24) can be further upper
bounded as

V(z)<—aV(z)+c (25)
The solution of (25) can be obtained as
V(@) < V(@)e ' + = (1—e ™) (26)
From (26), one can obtain
limsup,_,..V ((t)) < g @7
Further (27) can be equivalently written as,
lim supy 2" (t) [Parer] 2(t) < 1 (28)

where P,y := %P is the ellipsoidal matrix. Hence the stability
of the state estimation error dynamics is proved since the time
derivative of the storage function V() is uniformly ultimately
bounded (UUB) under bounded uncertainty and disturbance.

It is to be worth mentioning at this stage that the size of
E(P,,) is minimized by solving a convex optimization prob-
lem with matrix constraints. Similar ideas have been used to
compute an optimal observer gain matrix as in [39]-[41]. The
minimization of the ellipsoidal set is presented in the corollary
as provided below.

Corollary I11.3: The optimal parameter L* for the proposed
observer is computed by solving a semidefinite programming
problem (SDP) as follows:

minimize ¢ (Pyy,)

(29)
P>0,L,a>0,e>0

where the operator tr(-) represents the trace operator that is
operated on the matrix P, satisfying the following matrix
inequality,

W (Payer, L | ) <0 (30)

The bilinear matrix inequality (BMI) in (30) is essentially
nonlinear which needs to be converted to an LMI for solving the
above convex optimization problem using standard LMI solvers.
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Corollary 111.4: The inequality in (30) can be converted to
LMI if the first element of W (P, L | o, €), i.e., Z is modified by
introducing a new variable Y £ PL as follows:

W(Pattra[’* | 0‘7‘5) = |:F:; —€IPX :| <0a P>0 (31)

where == PA—YC+ ATP—-YTP+aP + ELéIan and
the optimal observer gain matrix, L* is computed as
L' =P, Y

attr

(32)

For fixed parameters, o and ¢, the matrix inequalities pre-
sented in (31) become linear which can be solved using MAT-
LAB toolboxes SeDuMi and YALMIP [48]. YALMIP and
SeDuMi are standard solvers for semidefinite programming
problems that involve LMI constraints [48]. YALMIP solver,
that makes use of an external solver like SeDuMi to obtain a
numerical solution of the optimization problem, is extensively
used to solve optimization problems.

Remark 1: It can be noted that Corollary II1.3 and Corollary
II1.4 are direct consequences of Theorem III.2 that makes use
of some already established results in [37]-[39]. For instance,
the idea of conversion of BMI into LMI by the change of
variables is well established in the literature [37]. Similarly, the
minimization of the attractive ellipsoid set by minimizing the
trace of the ellipsoidal matrix, as presented in Corollary II1.4 is
presented in [39].

Remark 2: The novelty of the proposed AESMO in compar-
ison with existing attractive ellipsoid-based SMO in [39]-[41],
lies in its structure, which consists of an auxiliary design pa-
rameter /. that can be tuned to improve the convergence time of
the estimated signals. Further, the observers in [39]-[41] lack
the robustifying discontinuous term L;SIGN (o (t)) unlike the
proposed observer in Eq. (11).

IV. RESULTS AND DISCUSSION

In this section, experimental studies and numerical
simulations are reported to validate and evaluate the proposed
SoC estimation technique. At first, experimental validation
of the real-time performance of the proposed AESMO is
performed at 15 °C, 25 °C and 35 °C through HPPC, FTP75 and
USO06 tests. Next, several simulation scenarios are considered
(1) to further investigate the robustness of the proposed AESMO
with respect to uncertainty in parameters and random initial
conditions, (ii) to compare its performance with an existing
robust observer in [12] and the UKF in [11], (iii) to investigate
the effect of measurement noise on the estimation performance
of the AESMO and (iv) to establish the relationship between the
design parameter ;. and the convergence time of the estimated
SoC to its true values. While conducting the experiments
and simulations, the values of the model parameters in (8)
are determined using linear interpolation from data given
in Table II. The SDP problem in (29) with LMI constraints
(31) is solved for p = 10719, Ly =038, a=2x 107 and
e =2 x 1073, The solution of the SDP problem provided us
with an optimal observer gain matrix, L with values [0.3162 —
0.0898 — 1.4 x 10720.0028]7, [0.4019 — 0.2429 — 3.46 x
10720.0053]7and [0.2915 — 0.1338 — 2.44 x 107°0.0029]T
at 15 °C, 25 °C and 35 °C, respectively.
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Fig. 5. Schematic diagram of the battery test bench.

A. Experimental Validation of the AESMO-Based SoC
Estimation Algorithm

As shown in Fig. 5, Arbin LBT21084 5V-60A Battery Cycler
along with Cincinnati Sub-Zero Thermal Chamber ZPS-8-2-
H\AC is utilized to carry out experiments on the Li-ion cells.
The experimental data are used to identify the ECM parameters
of the cell at different temperatures, and quantify the efficacy
of the proposed AESMO based SoC estimation technique.
The resolution and accuracy of the voltage measurement of
the Arbin LBT21084 5V-60A Battery Cycler are 2 4V and
0.02%, respectively. For the designed experiments, Li-ion cells
INR18650-29E made by Samsung SDI Co., Ltd., are utilized
having a nominal voltage and nominal capacity of 3.65 V and
2.85 Ah, respectively. The current and voltage measurement data
are stored in the memory of the host computer with a sampling
rate of 1 Hz. Finally, the recorded current and voltage data
is imported to MATLAB/SIMULINK to be used in the SoC
estimation algorithm.

Remark 3: In the current work, the CCM is considered as the
benchmark for*“true” SoC. This is a standard practice in literature
[11] since the CCM is known to give reasonably accurate results
if the initial SoC is exactly known, which is only possible in a
controlled setting. The tests are done in a controlled setup which
ensures that they begin from SoC=1.

Remark 4: The convergence time corresponds to the approx-
imate time that the estimated SoC would take to reach within
a +5% band of the true SoC from an arbitrary initial condition
after the start of the experiment.

The SoC estimation error, used to compute the MAE, integral
absolute error (IAE) and integral square error (ISE),is obtained
as the difference between the “true” SoC and the SoC estimate
obtained from the estimation techniques, like the proposed
AESMO, robust observer and UKF.

1) HPPC Test: The HPPC tests are conducted at different
temperatures on the INR18650-29E cells and the proposed
AESMO in (11) is utilized to estimate the SoC. The pur-
pose of this experimental study is to investigate the real-time
performance of the proposed AESMO in estimating the SoC
from the arbitrary initial condition during the HPPC tests at
different temperatures. Fig. 6(a)—(c) illustrates the estimation
performance of the proposed AESMO during the HPPC tests.
From Fig. 6(a)—(c), one can observe that despite the error in
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Fig. 6. Plot for SoC estimation results for HPPC test at (a) 15 °C, (b) 25 °C
and (c) 35 °C, and (d) percentage errors in estimation.

TABLE IV
MAE AND CONVERGENCE TIME OF SOC ESTIMATION FOR HPPC, FTP75, AND
USO06 TESTS AT GIVEN TEMPERATURES

Temperature FTP75 . US06 .
MAE Convergence time (s) MAE Convergence time (s)
15°C 0.0166 1201 0.0219 1205
25°C 0.0314 9675 0.0334 9665
35°C 0.0397 789 0.0338 799

initial SoC estimate (zo(t) = 0.5), the proposed AESMO is able
to estimate the experimental SoC for all the cases. The absolute
percentage errors between the estimated SoC as provided by
the AESMO and CCM at different temperatures are shown in
Fig. 6(d). The corresponding MAE and convergence time for the
SoC estimation at the three temperatures are given in Table I'V.
The percentage MAEs are restricted within 3.11% for all the
cases.

IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 69, NO. 12, DECEMBER 2020

- e . .
22'007 M
= [ L IR
3 ‘ ‘ i 500
S100f I
O
000 1 L 1 1 1 1 1 1 1
0 05 1 15 2 25 3 35 4 45
Time (s) x10*
(@)

s . . . . . . . . —
238t 1
()
on
i
S 34r .

3 1 |Xl()'1 L L 1 1 1 L L
0 05 1 15 2 25 3 35 4 45
Time (s) x10*

Fig. 7.
15 °C.

Input current and terminal voltage of FTP75 test for the Li-ion cell at

2) FTP75 Test: In this case, the FTP75 driving cycle is con-
sidered to evaluate the estimation performance of the AESMO
under dynamic loading conditions [49], [50]. The FTP75 is a
standard drive cycle used in the United States for testing of
light-duty vehicles. The test represents the transient driving
behaviour with a large number of start-stops experienced while
driving in cities. The cycle covers a distance of 17.77 km with an
average speed of 34.12 km/h and a maximum speed 91.25 km/h
in 1877 s [51]. An integrated current profile, comprising FTP75
drive cycle (1877 s) and rest (1800 s), is applied to the cell till
the cell voltage drops below 3 V. The corresponding current and
voltage profiles are depicted in Fig. 7(a) and (b), respectively.
Since the ECM parameters are derived from an intermittent
pulse-based current discharge profile, dynamic tests like the
FTP75 experiment are useful in evaluating the effectiveness
of the proposed method. The FTP75 test is conducted at the
specified temperatures, and the corresponding results of the SoC
estimation are shown in Fig. 8(a)—(c). It can be observed that
despite an initial error of 0.5 in the SoC estimate, it converges
to the true SoC. The corresponding percentage absolute errors
between the estimated SoC and the true SoC are illustrated in
Fig. 8(d). The MAE and the convergence time for the tests are
provided in Table I'V. It is observed that the percentage MAEs
remain bounded within 3.97% of the true SoC.

3) USO06 Test: Inthe third experimental study, the US06 drive
cycle [49], [50], is considered.The driving cycle comprises a
rapid acceleration and high-speed driving characteristics and is
a representation of the driving on highways. The cycle covers
a distance of 12.8 km with an average speed of 77.9 km/h
and a maximum speed of 129.2 km/h in 596 s. The discharge
current profile for the cell consists of the application of the US06
drive cycle of 576 s, followed with a rest Of 1800 s till the cell
voltage drops to 3 V. The dynamic current and the corresponding
output voltage profiles for the US06 drive cycle are shown in
Fig. 9(a) and (b), respectively. The experimental results of the
USO06 test at different temperatures are illustrated in Fig. 10.
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Fig. 8. Plot for SoC estimation results for FTP75 test at (a) 15 °C, (b) 25 °C
and (c) 35 °C, and (d) percentage errors in estimation.

Fig. 10(a)—(c) illustrates that the estimated SoC converges to
the true SoC from an initial value of 0.5. The corresponding
percentage absolute errors are depicted in Fig. 10(d). Table IV
illustrate the performance of the observer for the US06 tests in
terms of MAE and convergence time. It should be noted that the
percentage MAEs remain less than 3.38% of the true SoC.

4) Comparative Analysis: In this case, a comparative analy-
sis of the estimation performance of the proposed AESMO with
an existing robust observer [12] and UKF [11] is presented.
The objective of this study is to investigate the performance of
the above SoC estimation algorithms under highly fluctuating
current. The simulations are carried out with nominal values of
the ECM parameters for the US06 test at 35 °C as provided in
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Table II. The observer gain for the robust observer using the de-
sign method in [12] is computed as L = [0.0197 0.0014 4.34 x
1073 5.26 x 107°]T. The parameters of UKF are considered as
follows: (i) the initial covariance matrix as diag (1 x 1078,5 x
1074,1 x 1078, 1 x 107°), (ii) the additive process noise covari-
ance as diag (1 x 10711 x 1076, 1 x 107*,1 x 10719), (i)
the additive measurement noise covariance as (1 x 107*) and
(iv) the unscented transformation parameters as « = 1, 5 =2
and Kk = 0.

Fig. 11(a) illustrates the temporal profile of the estimated SoC
as provided by the AESMO, robust observer [12] and UKF. It
can be observed that the time for the estimatated SoC to converge
to its true value for the proposed AESMO, the robust observer
and UKF is 830 s, 2210 s and 875 s, respectively. Hence, we
conclude that the estimated SoC provided by the AESMO and
UKF takes similar time to converge to the true SoC, while it
takes significantly longer for the robust observer in [12]. The
corresponding percentage absolute error between the estimated
SoC and the true SoC for the above techniques are illustrated
in Fig. 11(b). The MAE after convergence for the AESMO, the
robust observer [12] and the UKF are 0.0171, 0.0152 and 0.0095,
respectively. It can be observed that the MAE for the UKF is less
than that of its observer counterparts. Theoretically, itis expected
that the UKF will perform SoC estimation with a high degree of
accuracy whenever precise information about the system (ECM
parameters) is available. The robustness analysis with respect to
the variation in parameters as well as the initial conditions for
the above estimation techniques is presented in Section I'V-B.

Remark 5: The above discussion reveals the fact that the
performance of the AESMO, robust observer and UKF are
similar in terms of the SoC estimation error for the nominal
case after convergence. However, the convergence time of the
AESMO is significantly less than its observer counterpart, which
can be attributed to the tuning of the parameter 1, as explained
in Scenario 3.

Remark 6: The UKF is the recursive algorithm where the old
estimate is updated whenever new measurement information
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Fig. 10.  Plot for SoC estimation results for US06 test at (a) 15 °C, (b) 25 °C

and (c) 35 °C, and (d) percentage errors in estimation.

becomes available, which involves a series of computational
steps - nonlinear unscented transformation, mean and covariance
update and online computation of Kalman gains. The order of
complexity of UKF is O(N?) [52]. The implementation of the
proposed algorithm, on the other hand, consist of offline and
online computation steps. The offline step, implemented once
before the algorithm is run, involves computation computation
of the optimal gain L* through the solution of a semi-definite
program, with the order of complexity O(N?3-3) [53]. How-
ever, the online step, computed whenever the new measurement
information is obtained, involves the solution of Runge-Kutta
numerical integration routine with a computational complexity
of O(N?) [54]. Therefore, the running computational cost of the
proposed algorithm is lower than that of UKF.
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between CCM, AESMO, robust observer [12] and UKF.

B. Simulation Scenarios

To further investigate the estimation performance of the
AESMO, three additional simulation scenarios are considered.
The first scenario contains robustness analysis of the proposed
AESMO with an existing robust observer [12] and UKF [11].
The second scenario investigates the performance of AESMO in
the presence of current and voltage measurement noise and the
third one presents the effect of the observer design parameter p
on the convergence time of the estimated SoC to the true SoC.
All the scenarios are explained in detail below.

1) Robustness Analysis of the AESMO With Existing SoC
Estimation Algorithms: In this simulation scenario, a detailed
robustness analysis of the proposed AESMO is done and
compared with the robust observer in [12] and the UKF in [11].
In this robustness analysis, the performance of the estimation
techniques are investigated with respect to a +30% parametric
uncertainty for US06 driving cycle at 15 °C, 25 °C and 35 °C.
The initial condition of SoC is assumed to be unknown and is
considered random (0 < SoC' < 1) during the simulations. A
total of 200 Monte Carlo simulations are carried out for each of
the estimation techniques at different temperatures. It is worth
mentioning that the observer parameters for the US06 test at a
particular temperature are computed using the nominal values
of the ECM parameters, as mentioned in Table II. The computed
values of the observer parameters are then kept constant for all
random simulations at that temperature. The parameters of the
AESMO is chosen to be the same as Subsection 3 of Section IV.
The observer gain for the robust observer using the design
method in [12] is computed as L = [0.0189 0.0017 3.87 x
1073 3.75 x 10717, [0.0199 0.0014 4.52 x 107> 4.90 x
107317 and [0.0197 0.0014 4.34 x 1073 5.26 x 107]7 at
15 °C,25 °C and 35 °C, respectively. The parameters for the
UKF is the same as mentioned in the previous case. It is
important to note that the simulation setting is identical for all
the above-mentioned SoC estimation techniques.
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TABLE V
THE MEAN AND STANDARD DEVIATION (SD) OF THE ESTIMATION ERROR WITH
THE PROPOSED AESMO, ROBUST OBSERVER [12]
AND UKF AT 15 °C, 25 °C, AND 35 °C

SoC Temperature MAE (+ SD) Mean ISE (+ SD) | Mean IAE (+ SD)
Estimation 15°C 0.0028 (+0.0021) 0.67 (£0.78) 118.73 (£75.02)
Technique 25°C 0.0023 (+0.0016) 0.45 (£0.53) 101.63 (£69.51)
AESMO 35°C 0.0018 (+0.0015) 0.28 (£0.42) 78.17 (£52.55)

Robust 15°C 0.0090 (+0.0046) 1.68 (£1.87) 120.64 (£64.09)
Observer [7] 25°C 0.0065 (£0.0035) 1.08 (£1.06) 105.49 (£57.38)
35°C 0.0048 (£0.0031) 0.65 (£0.68) 85.04 (£43.80)

15°C 0.0142 (£0.0121) 8.55 (£17.18) 232.84 (£75.02)

UKF 25°C 0.0119 (+0.0093) 4.19 (£3.33) 200.65 (£90.10)

35°C 0.0126 (+0.0111) 5.56 (£10.83) 199.99 (£103.80)
TABLE VI

STATISTICAL RESULT FOR THE PROPOSED AESMO UNDER THE EFFECT OF
NOISE IN THE CURRENT AND VOLTAGE CHANNELS

[ MAE (£ SD) | Mean ISE (£ SD) | Mean IAE (£ SD)
[ 0.0014 (£.0017) | 0.0905 (£1.0622) | 25.90 (£.0053)
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Fig. 12.  Variation of convergence time with the design parameter s.

The performance indices, MAE, mean ISE and mean IAE are
computed for the random simulations for the AESMO, robust
observer in [12] and the UKF in [11] at 15 °C, 25 °C and 35 °C,
as provided in Table V. Further, from Table V the percentage
reduction in the average values of the MAE of the AESMO
with respect to the robust observer and the UKF at different
temperatures are 65.67% and 82.17%, respectively. Thus, the
proposed AESMO outperforms the robust observer and the UKF
in terms of robustness to +30% parametric uncertainty and
random initial conditions. Referring to Table V, there is about
58.40% and 92.30% reduction in average values of the mean ISE
of AESMO with respect to the robust observer and the UKF. In
the same way, the percentage reduction in the average values of
mean [AE for the AESMO with respect to the robust observer
and the UKF are found to be 4% and 52.9%, respectively. The
above discussion validates that the AESMO ensures a better SoC
estimation as compared to the robust observer and the UKF, in
the presence of £30% parametric uncertainty.

2) Effect of Noise in Current and Voltage Measurements:
This scenario considers the robustness of the AESMO con-
cerning the presence of noisy signals in the current and voltage
sensors. The current and voltage noise are assumed to be zero-
mean Gaussian with variance 8% and 1%, respectively. With
this setting, 200 Monte-Carlo simulations are carried out for the
USO06 test at 35 °C. Results are provided in Table VI.

3) Effect of the Design Parameter | on the Convergence
Time of the Estimated SoC: The following simulation study is
designed to investigate the effect of the design parameter j of
the proposed observer on the convergence time of the estimated
SoC. This investigation is done for the HPPC test at 25 °C. Fig. 12
illustrates the variation of the convergence time of the estimated
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SoC for different values of . It can be observed from Fig. 12
that at 4 = 1 x 107!, the convergence time is about 850 s as
compared to 960 s for 1 = 1 x 10713, Thus, at = 1 x 10719,
one can have about 11.46% reduction in the convergence time
of the estimated SoC in contrast to ;1 = 1 X 10~13. However, it
is further increasing the value of y results into increase in the
convergence time. Therefore, it is possible to tune the value of
1 to reduce the convergence time of the estimated SOC. This is
an additional feature of the proposed AESMO as compared to
other observers [12].

V. CONCLUSION

In this paper, attractive ellipsoid based SMO observer design
has been proposed for Li-ion cells that provides robust estimates
of the SoC in the presence of bounded parametric uncertainty,
modelling inaccuracies and exogenous disturbance. The effect
of temperature on the OCV-SoC relationship, ECM parameters
and the SoC estimation performance of the proposed technique
was investigated in an experimental setup. It has been reported
that the proposed algorithm can provide reliable and fast SoC
estimates as compared to UKF and robust observer [12] under
uncertain conditions. Furthermore, a faster convergence rate of
the estimated SoC was attained by tuning the design parameter
. Due to its simplistic design, it can be easily implemented on
low-cost devices. Extensive numerical simulations and experi-
mental studies validate the capability of the proposed observer
in estimating SoC in real-time in presence of noise in the
current and voltage measurements, modelling inaccuracies and
parametric variations.

Though only a single Li-ion cell has been considered, the ex-
tension of the proposed technique to the management of a battery
pack can be an immediate future work. The accurate state estima-
tion of battery packs is still an open problem due to inconsistent
battery pack characteristics and uncertain operating conditions.
The proposed technique can be augmented with the existing
techniques, such as cell calculation, screening process, and bias
correction methods for efficient state estimation of battery packs.
As an immediate extension of the present work, the effect of
ageing of the lithium-ion cells can be taken into consideration
and validated experimentally. Furthermore, the effect of extreme
low temperatures on the performance of the proposed method
can also be explored. Apart from the ECM based methods, the
proposed technique can be applied to physics-based models of
Li-ion cells in the future.
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